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As we hand over more aspects of our agency to AI Systems and AI Agents, the question of the trust we have in these 

systems becomes more pressing. The current implementations for trusted AI (TAI), such as the IBM TAI framework 

and similar systems, are framed as a multi-dimensional space that encompasses concepts of fairness, robustness, 

explainability, transparency and accountability, and value alignment (Trusting AI 2021, Shahrdar et al. 2018, Cohen 

et al. 2019, EPRS 2020, Thiebes et al. 2020, McLeod 2020, Serafimova 2020). TAI is aimed at industrial, technical 

systems, so in these systems, the conceptual framework is interpreted as practical, operational, and technological 

requirements without any philosophical depth (i.e., they are “thin” concepts) (Williams 1985, Kirchin 2013, Pekka 

2021). As thin concepts, these systems will be open to mistrust by the general public, because they do not carry any 

moral depth or admit any moral liability.  

In social robotics, agents that need to be trusted, or trusted agents, should possess the quality of practical judgment 

(e.g., Coeckelbergh 2009, Leite et al. 2013, Campa 2016, Polak & Krzanowski 2020). The capacity for practical 

judgment in TAI systems is at most, if at all, implicit in requirements like value alignment and benevolence, yet it is 

not realized as a standalone property of such systems. Sound practical judgment for autonomous robots (a-robots) 

can be conceptualized as Aristotelian phronesis, however (Polak & Krzanowski 2020, Krzanowski & Polak 2021).  

So, what is phronesis? It is not an exact science (like episteme in the Aristotelian sense) or art (i.e., the techne/craft 

or practical skill required to do something or produce something). Unlike the exact sciences, it is not based on 

ultimate (necessary) principles. The general principles of an exact science are “absolute,” because they express 

abstract, nominal truths, such as in mathematics or pure logic. Ethics, however, deal with “enmattered things” and 

the changeability and variability that are inherent in concrete embodied facts. The objective of phrones is 

eudaimonia, which is the realization of a specific concept of good for a person (i.e., an actor). The focus of 

phronesis is the variability of a specific case from ultimate principles rather than the “generality” of the case. 

Phronesis cannot be taught like mathematics because there are no rules to teach in phronesis. Phronetic expertise can 

therefore only be gained through experience (Reeve 1992, Randall 1965). Phronetic TAI systems would need to 

self-improve their ethical capacities by learning from their own, and others’, responses to situations. This means that 

rather than programming these systems with pre-defined responses to any possible situation, which is clearly an 

impossible task, these systems should have the ability to perfect their ethical skills independently.  

Such a self-improvement capacity should also be regarded as a critical aspect of autonomy. In other words, the 

autonomy of an a-robot should not be restricted to the ability to act without human supervision but also extend to the 

ability to independently improve its capacity to act autonomously (see e.g., Polak & Krzanowski 2020). Now, this is 

what phronesis is not: It is not reliability as understood as something that can be predicted by an algorithm, nor does 

it provide the transparency required for explainable AI (XAI) (e.g., DARPA-BAA-16-532016, Miller 2017). 

Moreover, robustness in phronesis is not a strict adherence to requirements, as is the case in industrial TAI, but 

rather an adherence to a moral code or ethical principles; these are all “soft” concepts that are not easily formalized.  

Phronesis, or Aristotelian phronesis to be precise, is a thick concept (Williams 1985, Kirchin 2013, Pekka 2021), 

and a computer-based implementation will probably not be easy. Despite these expected technical limitations, 

however, it seems that phronesis even if only as a guiding concept, may have a place in TAI systems, particularly for 

autonomous robots that perform social functions or exist in complex social situations where proper, moral judgment 

is expected from any agent (synthetic or human) and may even be vital (e.g., Coeckelbergh 2009, Leite et al. 2013, 

Campa 2016). The concept of phronesis as eudemonia means that the realization of a specific concept of good may 

facilitate the acceptance of AI systems in social settings. In fact, it is more critical for trusted AI systems to justify 

why they did something (i.e., justification) rather than be able to explain what that something was (i.e., formal 

reckoning), as postulated in XAI. Such a justification would require a phronetic “attitude” (i.e., a deeper, intuitive, 

contextual, understanding of the decision space) or “engagement with the world” (Smith 2019).  
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